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Abstract. Corpus analysis and controlled vocabularies can benefit from
each other in different ways. Usually, a controlled vocabulary is assumed
to be in place and is used for improving the processing of a corpus.
However, in practice the controlled vocabularies may be not available or
domain experts may be not satisfied with their quality. In this work we
investigate how one could measure how well a controlled vocabulary fits
a corpus. For this purpose we find all the occurrences of the concepts
from a controlled vocabulary (in form of a thesaurus) in each document
of the corpus. After that we try to estimate the density of information
in documents through the keywords and compare it with the number of
concepts used for annotations. The introduced approach is tested with a
financial thesaurus and corpora of financial news.
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1 Introduction

The interaction between corpora and controlled vocabularies has been investi-
gated for a long time. With today’s shift to semantic computing, the classical
interplay between controlled vocabularies and corpora has intensified itself even
further. The research goes in both directions: improving the processing of the
corpus using controlled vocabularies (for example, query expansion [10] or word
sense disambiguation based on thesauri [6]) and improving the controlled vocab-
ularies using corpus analysis [1,2]. We focus on the second direction. As appli-
cation areas are created faster than the general semantic economy can keep up
with, targeted and automated improvements of thesauri are of utmost impor-
tance. On the one hand, many authors agree that so far one cannot rely on a
completely automatic construction or even extension of controlled vocabular-
ies [7,8]. On the other hand, the construction of a controlled vocabulary by an
expert without the aid of the corpus analysis is also hardly possible. Therefore,
the most reasonable scenario is to enable the expert to curate the construction
process based on the results of the corpus analysis.

We investigate the scenario when thesauri are used as a source for concepts,
and all the concepts found in the documents are used as annotations.
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This paper is a preliminary report on our work in progress. This research is
carried out in frames of the PROFIT1 project.

Contribution. We introduce a measure of the quality of annotations. This
measure is applicable to a pair of a thesaurus and a corpus; the value of this
measure describes how well the two elements fit each others.

Structure of Paper. This paper is structured as follows. In Sect. 2 we introduce
the reader to the topic of controlled vocabularies and their use for annotations.
In Sect. 3, we describe our proposed approach for measuring the quality of anno-
tations. We outline our performed case study in Sect. 4 and present our results
in Sect. 4.4. We conclude the paper in Sect. 5 and present an outlook of future
work in Sect. 6.

2 Controlled Vocabularies

Let a label L be a word or a phrase (a sequence of words). Here we understand
word in a broad sense, i.e. it may be an acronym or even an arbitrary sequence
of symbols of a chosen language. Let a concept C denote a set of labels. Usually
we represent a concept by one of its labels that is chosen in advance (preferred
label). A controlled vocabulary V is a set of concepts. We say that a thesaurus
is a controlled vocabulary with additional binary relations [4] between concepts:

broader B a transitive relation, cycles are not allowed;
narrower N is an inverse of B;
related R an asymmetric relation.

Note that any thesaurus is a controlled vocabulary.
The concepts as defined here capture some features of a concept defined in

SKOS [3]. We may consider SKOS thesauri as an instantiation of the thesauri
defined here.

We understand annotation as a metadata attached to data; for example, a
comment to a text or a description of an image. One may come up with different
possible options for introducing annotations. For example, techniques for sum-
marization of texts [11] or various techniques of text mining [15] offer multiple
methods for introducing annotations. In this work we consider only the annota-
tions that are done with a controlled vocabulary, i.e. only the concepts from a
fixed controlled vocabulary can be used in annotations. Therefore, an annotation
with a controlled vocabulary is a set of concepts from the controlled vocabulary.
Among the advantages of making annotations with controlled vocabulary are
the following:

1 projectprofit.eu.

http://www.projectprofit.eu
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Consistency. Even if the annotations are done by different annotators (humans
or algorithms) they are still comparable without any further assumptions or
knowledge;

Translation. Though we cannot manipulate the annotated data, the annota-
tions themselves may be translated, moreover, the annotator and the con-
sumer may not even speak a common language;

Control over Focus. With the control over the controlled vocabulary one has
the control over the focus of annotations, hence controlling the individual
aspects of the data that require attention;

Alternative Labels. Thanks to multiple labels that may be introduced for a
concept one may discover the same entity in different annotations even if the
entity is represented by different synonyms.

Moreover, one may introduce additional knowledge about the concepts in the
vocabulary in order to be able to perform advanced operations with annotations.
For example, if one introduce a proximity measure over distinct concepts than
one may compute finer similarity measure over annotations. Therefore, we may
say that annotations with controlled vocabularies may be seen as a proxy for
performing operations over data.

Though different types of data are important for the applications, the textual
data offers unique chance to improve the thesaurus from the data. Moreover, in
this case the annotations and the data are in the same format. The current state-
of-the-art in combined approaches of thesauri and corpora allows to annotate
texts in the corpora according to the described concepts in the thesauri and
to employ phrase extraction from the corpora to identify new concepts for the
thesauri.

3 Method

Goal. In this paper, we study an approach to assess and measure the quality
of fit between a thesaurus and a corpus. The fit is understood in the sense of
suitability of a given thesaurus to annotate a given corpus. The annotations
are done automatically through finding the concepts from the thesaurus in the
corpus.

We approach the goal via measuring the number of annotations found in each
text. However, this number should correlate with the amount of information
contained in the text. One way to assess the amount of information is to find
keywords on a corpus level and check how many of those are contained in the
text [13,14].

3.1 Keywords

We utilize different methods to find keywords.
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Mutual Information. Mutual information provides information about mutual
dependence of variables and can be used to estimate if two or more consecutive
words in a text should be considered a compound term that is formed of these
words [9]. The idea is that if words are independent then they will occur together
just by chance, but if they are observed together more often than expected then
they are dependent. The definition of the mutual information score is as follows:

MI = log2

P (t12)
P (t1)P (t2)

, P (t12) =
f12

nb
, P (ti) =

fi

ns
, (1)

where f12 is the total number of occurrences for the bigram t12, nb is the number
of bigrams in the corpus, fi is the total number of occurrences for the i-th word
in the bigram, and ns is the number of single words in the corpus. Analogously,
the MI for n words can be calculated as follows:

MI = log2

P (t1,...,n)
P (t1) . . . P (tn)

. (2)

Content Score. The idea of the content score is that terms that do not appear
in most of the documents of a collection but when they appear in a document
they appear a number of times are relevant to define the content of such docu-
ments. These terms are potentially relevant for thesaurus construction and one
simple way to test to which degree a term falls in this category is to use a Pois-
son distribution. The idea is to predict based on this distribution the document
frequency df based on the total frequency f of term i. If the predicted number
is higher then the terms are accumulated in a lower number of documents than
one would expect based on a random model. The difference between observed
frequency and predicted one is what indicates (in an indirect way) the content
character of a term. The probability that a term i appears in at least one docu-
ment in a corpus is defined as follows:

p(≥ 1;λi) = 1 − e−λi , λi =
fi

nd
, (3)

where fi is the total frequency of the term i in the whole corpus and nd is the
number of documents in the corpus. The inverse document frequency (IDF) of
the term i is then defined as follows:

IDFi = log2(
nd

dfi
), (4)

where dfi is the document frequency of term i. The residual IDF (RIDF) for
term i that is used to express the difference between predicted and observed
document frequency:

RIDFi = IDFi − log2(p(≥ 1;λi)), (5)
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Final Score. As the final score the combination of the mutual information,
the residual IDF, and the concept frequency is used. We filter the keywords
according to this score and take different thresholds. As follows from the results
represented in Sect. 4.4 the behavior is not dependent on the exact threshold.
We use the obtained number of keywords for each text and the sum of the scores
of the keywords as the measure of information contained in this text.

4 Case Study

In this section we describe the experimental setup, the used data, and the result
of the experiment.

4.1 Data

We ran our experiment on

Thesaurus STW Economics2;
Corpora The financial corpora extracted from investing.com.

Corpus. The chosen corpus for our analysis consists of 39, 157 articles obtained
from the financial news website investing.com. The articles are divided into three
categories:

eur-usd-news3 19, 119 articles;
crude-oil-news4 14, 204 articles;
eu-stoxx50-news5 5, 834 articles.

We collected the news articles by a customized parser that starts at the
overview pages and dives into the subpages, storing the title as well as the full
text. The corpora contains high quality financial articles and has been approved
by financial experts as being representative corpora for the considered field. The
news articles span from 2009 till 2016.

Thesaurus. STW Thesaurus for Economics [5,12] is a controlled, structured
vocabulary for subject indexing and retrieval of economics literature. The vocab-
ulary covers all economics-related subject areas and, on a broader level, the most
important related subjects (e.g. social sciences). In total, STW contains about
6, 000 descriptors (key words) and about 20, 000 non-descriptors (search terms).
All descriptors are bi-lingual, German and English (Table 1).

In frames of PROFIT project the STW thesaurus was extended. The figures
for the extended thesaurus can be found in Table 2. This extension provides us
2 http://zbw.eu/stw/.
3 http://www.investing.com/currencies/eur-usd-news.
4 http://www.investing.com/commodities/crude-oil-news.
5 http://www.investing.com/indices/eu-stoxx50-news.

http://www.investing.com
http://www.investing.com
http://zbw.eu/stw/
http://www.investing.com/currencies/eur-usd-news
http://www.investing.com/commodities/crude-oil-news
http://www.investing.com/indices/eu-stoxx50-news
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Table 1. STW thesaurus for economics statistics: original

Number of concepts 6521

Number of broader/narrower relations 15892

Number of related relations 21008

Table 2. STW thesaurus for economics statistics: extended

Number of concepts 6831

Number of broader/narrower relations 16174

Number of related relations 21008

with a unique opportunity to test the introduced measure. Since the extension
was performed based on the corpus analysis and suggested keywords and was
done by an expert in the domain we may suppose that the extension is sound
and improves the fit between the corpus and the thesaurus.

4.2 Technology Stack

Our semantic technology stack includes term extraction, term scoring, and con-
cept tagging. In the process of term extraction and concept tagging we lemmatize
the tokens to improve the accuracy of the methods. We use PoolParty semantic
suite6 to perform all the mentioned tasks.

4.3 Workflow

The proposed workflow (see Fig. 1) consists of four main steps:

1. A web crawler automatically collects articles provided by financial news web-
sites.

2. PoolParty is utilized to extract concepts, terms, and scores.
3. The numbers of found concepts and terms are obtained.

The results of this workflow are directly used to support decision making of
experts.

4.4 Results

In this section, we present the results of the described experiment.

6 https://www.poolparty.biz.

https://www.poolparty.biz
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Fig. 1. Processing workflow

Counting Keywords. We start with comparing the number of keywords with
scores above some threshold and a number of extracted concepts. In Figs. 2, 3,
4, 5. In the upper right corner of each figure the correlation coefficient R2 and
the slope of the line are presented. For all thresholds the overall picture remains
the same, the correlation coefficient for the extended thesaurus is slightly larger
than the same coefficient for the original thesaurus. The difference in the slope
of the line is more significant.

Counting Sums of Scores of Keywords. Next we investigate the dependency
between the sum of the scores of the keywords above certain threshold and
the number of extracted concepts. The correlation coefficients for the extended
thesaurus are larger; this indicates that the extended thesaurus is better suitable
for the annotation of the given corpora.

It is worth noting that the number of extracted keywords and, hence, the
sums of scores are significantly smaller for the extended thesaurus as some of the
terms became new concepts and are not counted anymore (Figs. 6, 7, 8 and 9).
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 2. Number of keywords vs number of concepts, threshold = 1
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 3. Number of keywords vs number of concepts, threshold = 2
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 4. Number of keywords vs number of concepts, threshold = 5
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 5. Number of keywords vs number of concepts, threshold = 10
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 6. Sum of scores of keywords vs number of concepts, threshold = 1
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 7. Sum of scores of keywords vs number of concepts, threshold = 2
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 8. Sum of scores of keywords vs number of concepts, threshold = 5
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(a) Original thesaurus

(b) Extended thesaurus

Fig. 9. Sum of scores of keywords vs number of concepts, threshold = 10
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5 Conclusion

Without automated support in the classical interplay between thesauri and cor-
pora, a domain expert may use only his intuition in order to judge if a thesaurus
is ready for being used in corpus analysis. We introduce a measure to assist the
expert in deciding when to stop the development of thesaurus. The experimental
evaluation shows promising results of the proposed approach to evaluate the fit
of thesauri to the corpora. The presented approach is part of on-going work but
we believe it provides a good foundation for future improvements.

6 Future Work

1. Investigate the plots of the number of extracted concepts vs the length of the
document (in symbols and in words);

2. Investigate other measures of the keywords (for example, pure RIDF);
3. Investigate the plots for each topical corpus independently (eur/usd, oil prices,

eustoxx);
4. Introduce not only quantitative measure of the annotation (number of con-

cepts), but also a qualitative one (the relations between concepts);
5. Weight the concept occurrences using, e.g., IDF;
6. Investigate the possibility to find incorrect annotation due to, e.g., incorrect

disambiguation;
7. Evaluate the results with further corpora and thesauri.

Acknowledgements. We would like to thank Ioannis Pragidis for his work on improv-
ing the thesaurus, pointing us to the relevant data, and sharing his deep expertize in
the subject domain.
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